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Agenda

Keysight Technologies 2025

Validate the Network Infrastructure

Validate the Network Transport

Benchmark Training Performance with AI workloads

Validate the Front-End Network and LLM

Validate the LLM security
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Validating the network infrastructure

High-speed Ethernet

Keysight Technologies 2025
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Demand for 1.6T and higher-speed systems is driven by multiple areas of new technology and product activities*

Market Analysis

• Size of high-speed Ethernet market by 

speed:

• 3.2 Tbps

• 1.6 Tbps

• 800 Gbps

• 400 Gbps

• Applications @ 1.6T bandwidth are 2x800GE, 

and 4x400GE

• Silicon, optics, cables and NEMs must all 

develop new products to support this growth

Keysight Technologies 2025

* 650 group Q123 forecast Sep 2025
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Demand for 1.6T and higher-speed systems is driven by multiple areas of new technology and product activities

Data Center Interconnect – fueling high speed connections

Keysight Technologies 2025
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The Challenge: The AI Network Imperative

The Need for Speed: Why 1.6T?

• TeraScale AI Workloads: Training Large Language 
Models (LLMs) and deep learning models requires 
massive, parallel data exchange between 
thousands of GPUs.

• The Bottleneck: Traditional 400G/800G networks 
create GPU idle time (over 50% idle in unoptimized 
networks) and increase Tail Latency, directly 
hindering AI training efficiency.

• 1.6T Ethernet: The transition to 1.6 Tb/s using 212 
Gb/s PAM4 signaling is critical to eliminate network 
bottlenecks and keep GPUs fully utilized.

• The Validation Problem: Higher speeds introduce 
extreme challenges for Signal Integrity (SI), making 
manual, component-level testing inadequate.

Keysight Technologies 2025
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Address a Broad Array of Test Challenges with AresONE-M 800GE 

800GE 

TEST

Multi-rate Ethernet ports
800GE with 106Gb/s lanes 

400GE with 53Gb/s lanes

100GE with 25Gb/s lanes

New optics
New 106G electrical lane OSFP800 and 

QSFP-DD800 and 800ZR coherent optics

Inter-operability
New network devices with every 

combination of the Ethernet speed 

and interconnect

New copper cables
New 106G electrical lane passive 

and active copper cables:

short host and long host C2M

BER & FEC performance

pre-FEC BER ≤ 2.4 x 10E-4
Frame Loss Ratios:   0-0E for zero packet loss

100GBASE-CR1 ≤ 6.2 x 10E-10

200GBASE-CR2 and 400GBASE-CR4 ≤ 9.2 x 10E-13

Performance
New rounds of benchmark testing 

of networking equipment
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The INPT-1600GE & Interconnect Test System (ITS) Software

The core solution for Layer 1, 2, and 3 validation of 1.6T Ethernet interconnects.

• Hardware: Interconnect and Network Performance Tester 1600GE (INPT-1600GE)

• Software: Interconnect Test System (ITS)

Keysight's Flagship Interconnect Platform

Keysight Technologies 2025
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Interconnect and Network Performance Tester 1600GE

INPT-1600GE

• Supports traffic generation and analysis for 1.6T 
Ethernet

• Validates silicon chips, interconnects, cables, and 
networking equipment.

• Configurations: 1x1600GE, 2x800GE, 4x400GE, 
8x200GE.

• Handles 212 Gb/s electrical lanes, PAM4 signaling.

• Supports high-power optical receivers (up to 40W).

• Available in portable benchtop or rackmount formats.

• Ensures L2 Validation (Interconnects & Switches)
• Tests Frame Loss Ratio (FLR), Link Training/Auto-

Negotiation, and CMIS digital optical monitoring (DOM) data 
integrity.

Keysight Technologies 2025
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ITS

• ITS is a browser-based software application with a fast 
graphical user interface (GUI).Organizes and stores data for 
repeatable, efficient testing.

• Runs on Keysight Interconnect and Network Performance 
Tester (INPT) hardware platforms (800GE and 1600GE) or on 
a client network.

• Validates performance of high-speed optical and copper 
network equipment and interconnect media using PAM4 
signalling and Forward Error Correction (FEC).

• Supports 100GE to 1600GE PAM4 Ethernet speeds for 
testing multiple configurations.

• Reduces time to create, qualify, and automate interconnect 
test suites.

• Provides critical measurements and capabilities to improve 
productivity and efficiency in interconnect validation.

• Interconnect Library (IL) that organizes and manages CMIS 
and measurement data into reusable, editable records, 
enabling a self-serve database for rapid automated test suite 
creation without advanced programming.

Keysight Technologies 2025
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Validating the Transport

RoCEv2 / UEC, Congestion management

Keysight Technologies 2025
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AI interconnect trends

• Adoption of ethernet for AI fabrics

• Increasing variety of NPU/NIC accelerators 

• NPUs are idle up to 50% waiting for data

Enabling Emerging Inflection in AI/ML

Innovations require new test tools

• Emulate AI workloads with measurable fidelity

• Enable repeatable benchmarking process

• Provide deeper measurement insights

Observe

Reproduce

Design & 
Evaluate

Implement 
& Test

Deploy

Innovation 

Workflow

Accelerate with deeper insights
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Transport Validation of AI Fabric and Network Device(s)

Typical Input

• Frame rate, size, 5-tuple, header stack, …

• # of QPs, buffer size, message rate

• Congestion control parameters

• In-cast and all-to-all traffic patterns

Typical Measurements

• Throughput, loss, latency, sequence error

• Per QP bandwidth, latency, completion time

• Fairness, tail latency

• PFC, ECN compliance, Control packets counter

Superhighway for Data Movement: Scaling AI Fabrics

Leaf-Spine Load Balancing

DUT

Congestion Signaling & Control

SUT

ECN

CNPCNP
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Validate AI Network Fabric Performance for AI Workload

AI Fabric Transport Validation

SUT

ECN

CNPCNP

ECN CNPCNP

Keysight AI Fabric RoCEv2 Test Solution

Emulate QPs – RC mode with RDMA WRITE

ECN/CNP & DCQCN

PFC backpressure and PFC handling

• Compare and validate DUT Hashing Algorithms

• Optimize Switch Buffer Thresholds 

• Q-Pairs fairness, reduce tail latency

• Impact of PFC Back Pressure

• Q-Pairs scale and stress test

IxNetwork
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Keysight AI Fabric RoCEv2 Test solution 
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Keysight AI DC Fabric RoCEv2 Test Solution

High-density HW Platform

• AresONE-M, AresONE-S

• 800/400/200/100GE PAM4 

(56/112), 100GE NEZ

• 8x800GE, 16x400GE, 

32x200GE, 64x100GE

Congestion Control

• ECN & CNP

• DCQCN

• PFC 

backpressure/handling

• Parameter tuning

RoCEv2 Endpoint

• Stateful RC mode

• 8K QPs per port

• IPv4 and IPv6

• Message size up to 4GB

• In-cast, M-to-N, All-to-All

• Per-QP performance 

metrics

• Port and Test level stats
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Key Capabilities

Realistic Modeling

• Stateful RC mode

• ACK/NACK with 

retransmission

• Control traffic burst with 

message size

• Test PFC backpressure with 

emulated virtual buffer 

• Test lossless & lossy network

Emulate NIC & Network

• Up to 8K IP endpoints/QPs

• Test T0/T1/T2, Gateway

• IPv6 support, Hyperscaler 

ready

Fine Tuning

• Per flow and per port

• DSCP,  ECN setting

• A-bit frequency

• CNP delay timer

• Retransmit timeout and retry 

count

• DCQCN 
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Benchmark Training Performance with 
realistic AI workloads

Fabric performance and Congestion with AI workloads

Keysight Technologies 2025
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The traditional way of testing to AI workloads

IxNetwork
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Why the Network & Components Matters in an AI Cluster

GPUs waiting on data 

>50%
Training task failures 

>43%

Communication 

62%

Overlap 

16%

Computation 

20%

Memory 

2%

AI Computer Vision 

GPU Utilization

Success Rate 

Distribution of  

LLM Training 

Tasks

Success 

57%

Failure from Compute and 

Driver Errors 

22%

Failure from Network Issues

21%

Vision transformer (ViT) example. Source: 
https://github.com/facebookresearch/HolisticTraceAnalysis/

Source:  Unicron: Economizing Self-Healing LLM Training at Scale,  Tao He1, 
Xue Li1, Zhibin Wang1,2, Kun Qian1, Jingbo Xu1, Wenyuan Yu1, Jingren Zhou1  

1Alibaba Group, 2Nanjing University

AI is Compute, Network & Data Intensive and requires validation at System Scale
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What is special about AI workloads?

Collective Operations

• Flow dependencies – latencies accumulate

• Low entropy – hard to load balance

• RDMA message bursts – incast Unequal Load Balancing

Incast
Latencies
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AI Infrastructure Design & Validation Solution

• Benchmark AI network infrastructure

• Co-tune AI cluster performance

• Reproduce issues seen in production

• Prove new designs at system scale

KAI Data Center Builder

High fidelity emulation of GPU servers
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KAI Data Center Builder Use Cases

Device SystemNetwork1 2 3

RoCEv2 & UEC

• Compliance

• Throughput

• Connection rates

• Congestion handling

• Negative tests

Scale-out & Scale-up

• Throughput

• Lossless queuing

• Congestion signaling

• Tail latencies

• Micro-benchmarks

Workloads

• JCT

• Co-tuning

• Performance isolation

• Load balancing

• Failure recovery
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KAI DC Builder Applications

Collective 

Benchmarks

Network Utilization

Measured Idle

Workload 

Emulation

Start

Mem

Comp

Comm

Comp

MemComm

Training Time

0%

20%

40%

60%

80%

100%

Mix of 

Collectives

RL

3D

MoE

KV-C

Fabric Validation

DDP EP

Stress 

Test

Future 

App

Demo 

Mode
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Example of Multi-Tenant Collective Mix Test

Duty Cycle Distribution

Performance Degradation
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Key Capabilities

AresONE NIC & RoCEv2 

Emulation

• RoCEv2 RC mode

• 100/200/400/800GE at 56/112

• Per-QP performance metrics

• 4K QPs per port

• PFC, ECN, DCQCN

KAI CCL Emulation

• Microbenchmarks

• Workloads

• Per-chunk, per-flow tracking

• Realistic LB and QoS pattens

• Generic NPU interconnect 

simulation

Impairments

• Background traffic

• Selective loss

• Selective reordering

• PFC backpressure

0 1 2 3

0 1 2 3f
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Keysight Hardware 

Solution
2

Emulated AI Workload

Emulated AI Hosts

Keysight Software 

Solution
1

Emulated AI Workload

Software Benefits

✓ NIC + Fabric Co-tuning

✓ Cost

✓ New Transports

✓ Production & Cloud

Hardware Benefits

• Isolated Fabric Validation

• 800G Throughput

• Deep Network Insights

KAI DC Builder – Solution

Keysight Technologies 2025
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Validating the Front-End Network and LLM

Create Digital twin

Keysight Technologies 2025
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Traffic Types for Inference and Training Workloads

GPU CPU

SMARTNIC(S)

COMPUTE
NODE(S)

HYPERVISOR INFRA

GPU CPU

SMARTNIC(S)

COMPUTE
NODE(S)

HYPERVISOR INFRA

TUNNELS

INTERNET VRF

TOP OF RACK
SWITCHES

BORDER
SWITCHES

PROVIDER EDGE(PE)
 ROUTERS

PE 
ROUTERS

Transit Networks

AWS S3

AZURE
ABSCloudflare

R2 Datacenter(s)
COLO/Private Cloud

Traffic Path: North-South

Traffic Path: East-West

Virtualized LLM 

Infrastructure



Keysight Emulates AI-Inference Digital Personas 

Keysight’s traffic emulation validates every layer of AI inferencing from front-end and security 

to SmartNIC(Inference Offload), GPU/CPU, MCP,  Remote Storage, either isolated or end-to-end.



Keysight Inference Emulation: AI Client Workload Digital Twin





Features tested with CyPerf running in VM(SmartNIC host) and in Hardware (APS)

•

•

•

•

•

Validating SmartNIC Offloads for Training & Inferencing 

•

•

•

•

•

•



•

•

•

•

•

•

•

•

•

•

•

Ability To Test Inference Infrastructure at Scale (One-Arm)

Features Targeted for One-Arm CyPerf against real LLM



Features Targeted with CyPerf Running as Clients and Servers 
•

•

•

•

•

•

•

Validating Inline Infrastructure (Two-Arm)

•

•

•

•

•
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Validating security systems protecting LLM

Prevent AI attacks

Keysight Technologies 2025
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DAN was invented by a College 

Student named Walker

It Started With “Do Anything Now” 
or DAN
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Various Flavors of Prompt Injections
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Successful Prompt Injections – Compromised Responses

Here is the list of  websites 

you shouldn’t watch

Here is the bank account 

numbers of  all the employees

Attached is the confidential 

meeting minutes discussed at 

the board meeting

These are the list of  medicines 

taken by the famous celebrity 

These are the hacks that can 

help you avoid paying taxes

Below are the methods to 

build crude bombs
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CyPerf agents emulating App’s API calls to various LLMs and their 

Responses  

AI Security Gateway

Device Under Test(DUT)

Applications API Calls 

Emulated By CyPerf  Agent
LLM Response emulated 

by CyPerf  Agents
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AI Prompt Injection “Attacks” Testing Using CyPerf emulating Prompt Injector 

and Compromised 

Testing Prompt Injections

• Jailbreak prompts to bypass LLM guardrails

• Generate unauthorized or sensitive questions from the client

• Create evasion variants of known prompt injection techniques

• Example: DoAnythingNow (DAN) style attacks

• Test DUT’s ability to detect and block malicious prompt 

requests

Testing Compromised Responses

• Emulating Unintentionally Malicious LLM Responses

• Simulate responses that include PII (Personally Identifiable 

Information)

• Generate thousands of response variants to evaluate DUT’s 

detection/blocking capabilities

Emulating benign prompt requests and responses

CyPerf supports emulation of LLMs for benign transactions:

• Ideal for generating background traffic

• Supports multiple variants of each LLM

• Scales to millions of transactions with subtle variations Emulated By CyPerf



Thank you

Keysight Technologies 2025
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